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ABSTRACT 

The tourism sector plays a vital role in economic growth and regional development. Medan, a major city in 

North Sumatra, offers rich religious, historical, and cultural attractions. However, fragmented and inconsistent 

information presents challenges for both tourists and destination managers, often complicating travel planning. 

To address this issue, this study proposes the development of an AI-based chatbot aimed at enhancing the tourism 

experience in Medan. By integrating Natural Language Processing (NLP) and Long Short-Term Memory (LSTM), 

the chatbot is designed to deliver accurate, contextual, and conversational responses tailored to users' tourism-

related queries. It was trained on a comprehensive dataset compiled from various sources concerning Medan’s 

tourism. The training ran over 100 epochs, achieving an accuracy of 84.31% and a loss of 0.7594. Validation 

testing yielded an accuracy of 77.14% and a loss of 2.4233, indicating good generalization to unseen data. End-

to-end testing with 312 queries covering all defined intents resulted in a testing accuracy of 75.64%, confirming 

the model’s practical effectiveness. The findings demonstrate that the chatbot can accurately interpret user input, 

classify information, and enhance user interaction. supports the digital transformation of Medan’s tourism sector 

by introducing a reliable, AI-driven tool for seamless travel planning and engagement. 

  

Keywords: artificial intelligence, long short-term memory (LSTM), natural language processing (NLP), travel 

chatbot. 

 

I. INTRODUCTION 

OURISM is a vital driver of economic growth and regional development. This sector encompasses 

a wide range of industries involving public, private, and community actors and includes various 

forms of tourism such as mass tourism, ecotourism, adventure tourism, and volunteer tourism. It 

also contributes to shaping a country's national image. Improving efficiency and fostering innovation in 

this sector require strong collaboration among stakeholders. Therefore, both the government and the 

private sector should work together to enhance its productivity [1]. 

Indonesia is widely recognized for its thriving tourism sector, which significantly contributes to both 

local and national development. As the capital of North Sumatera Province, Medan offers a diverse array 

of tourist attractions. The city presents a unique blend of natural sites, historical landmarks, rich cultural 

heritage, and renowned culinary experiences that attract both domestic and international visitors each 

year. To support these tourists, an easily accessible platform is needed to provide reliable information 

on Medan’s attractions. 

However, challenges such as fragmented content, inconsistent information quality, and information 

overload often hinder tourists from accessing accurate and timely details. These issues complicate travel 

planning and diminish the overall travel experience. To address these concerns, artificial intelligence 

(AI)-powered chatbots present an effective solution. 

Chatbots offer a practical medium for delivering information. A chatbot is an AI-based system 

designed to simplify and personalize interactions between humans and machines. It can interpret user 

inputs and provide appropriate responses without human intervention, thereby offering round-the-clock 
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service. Chatbots improve productivity, accessibility, and service quality across various aspects of daily 

life. 

 Advancements in natural language processing and machine learning have enabled chatbots to become 

more sophisticated, supporting seamless and context-aware communication. Chatbots have shown 

practical benefits in multiple sectors, including healthcare [2][3]. There are primary approaches to 

chatbot development: rule-based systems, which respond based on predefined rules, and machine 

learning systems, which are trained using large datasets. 

This study employs a machine learning-based chatbot that uses Natural Language Processing (NLP) 

techniques to process user input and generate appropriate responses. To handle sequential language data 

effectively, the model adopts Long Short-Term Memory (LSTM), a method widely used in 

conversational AI systems [4]. LSTM is typically applied in training chatbot models to learn 

conversational patterns and relationships, enabling more accurate responses to user input. Previous 

studies [5], [6] have implemented LSTM models to improve chatbot accuracy and performance.  

In [6], researchers developed an educational chatbot using LSTM during the training process. The 

chatbot achieved 100% accuracy after 200 epochs and recorded a loss rate of 1.14%, demonstrating its 

ability to recognize patterns in the training data. By leveraging LSTM’s capacity to understand context 

and word relationships, the chatbot could generate accurate and relevant responses.  

This study aims to develop a tourism chatbot that enhances the experience of visitors exploring 

Medan. NLP techniques are applied to interpret user input, while LSTM modeling is implemented to 

maintain context and retain essential information during interactions. This enables the chatbot to 

generate more relevant and contextual responses.  

Unlike existing chatbots, this study introduces a contextual, AI-driven approach specifically designed 

for Medan’s tourism sector, offering more accurate and personalized interactions. The chatbot is 

primarily intended for domestic tourists from outside Medan, helping them access relevant travel 

information, recommendations, and real-time assistance. By addressing the unique needs of non-local 

visitors, the chatbot supports a more seamless and informative travel experience, making it easier for 

users to explore the city with confidence. 

The main contribution of this study lies in its domain-specific adaptation. Unlike previous chatbot 

implementations that often rely on generic datasets and broad applications, this study focuses on tourism 

within a specific region, using localized content and intent-based user interaction. The chatbot 

consolidates fragmented tourism information into a single, unified interface, making it easier for users 

to access accurate and reliable data. A comparative analysis with similar works is included to emphasize 

how this approach differs in contextual design, real-world applicability, and integration with local 

tourism content. By offering a focused and practical solution to a specific challenge faced by tourists 

and destination managers in Medan, the chatbot delivers both functional and experiential value, 

contributing modestly yet meaningfully to the development of AI applications in the tourism sector. 

II. RELATED WORKS 

A chatbot is an artificial intelligence program designed to simulate conversation with human users, 

particularly over the internet [7]. Chatbots have proven to be valuable tools for delivering information 

across various domains. They can facilitate transactions, provide personalized recommendations, and 

deliver accurate and timely responses to user inquiries. In education, chatbots assist students with 

learning, exam preparation, and staying informed about current developments [8]. In healthcare, 

chatbots improve operational efficiency and support informed decision-making [9]. In tourism, chatbots 

enable users to book trips, plan vacations, explore new experiences, and reserve hotels with favorable 

ratings [10].  

Chatbots have been implemented across sectors using different models, ranging from rule-based to 

generative systems [11]. Two common approaches in chatbot development are rule-based and machine 

learning methods. Rule-based systems rely on predefined patterns from training data and require control 

over responses to adapt to user input. In contrast, machine learning-based chatbots can process inputs 

more dynamically and respond in a more complex, context-aware manner.  

NLP plays a critical role in chatbot development by enabling effective human-computer interaction. 

Chatbots have gained popularity due to their adaptable learning capabilities, enhanced user experiences, 
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and improved interpretation through personalized communication. These advances are made possible 

through text analysis techniques and classification algorithms, which allow systems to process and 

understand large volumes of online text, including messages and social media content [8]. 

Artificial intelligence (AI) enhances chatbots by enabling them to handle complex queries [12]. AI-

powered chatbots apply machine learning models to generate appropriate responses based on user input. 

Models such as neural networks and LSTM help chatbots recognize input-output relationships and 

maintain accuracy. LSTM, a type of Recurrent Neural Network (RNN), is particularly effective in 

processing sequential data, which is critical for understanding conversational context [13].  

In chatbot training, LSTM is widely used to identify conversational patterns and relationships, 

allowing the system to respond accurately to user input. LSTM models are often employed to predict 

the next word in a sequence [5]. Research [14] demonstrates that, with LSTM modeling, AI-powered 

tourism chatbots in Jeddah, Saudi Arabia, can analyze, forecast, and predict data, ensuring quick and 

responsive interactions. 

III. RESEARCH METHODS 

The methods that used in this study are divided into two parts: the model training phase and the 

prediction model phase.  

A. Chatbot Model Training Phase 

The architecture of the chatbot modeling training process is illustrated in Figure 1, showing the func-

tional and logical components involved in both training and testing. 

 
Figure 1. Training Process General Architecture 
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1) Data Collection Method 

Data for this study were collected from various websites that provide tourist information about Medan, 

including Advistor.com, Google Maps, and local tourism news platforms. The goal is to compile a com-

prehensive dataset by integrating information from these sources to support the development of the 

tourism chatbot. 

The collected data were compiled into a CSV file, a common format for storing tabular data. Each 

table contains four rows, with each row representing one data entry. The columns include the name of 

the place, description, location, ticket prices, operating hours, and rating. 

The data in the CSV file were then processed to identify common patterns or keywords related to user 

queries about tourist destinations. Responses were generated using information such as location names, 

descriptions, ticket prices, operating hours, and ratings. These responses were organized into a JSON 

file named intents.json, which includes tags, patterns, responses, and context. A sample of this dataset 

is presented in Figure 2. 

From this data collection process, a total of 62 intent tags, 62 responses, and 168 question patterns 

were gathered. The chatbot is designed to operate in English, as its primary target users are international 

tourists. Once the data collection is completed, the process continues with data preprocessing. 

2) Preprocessing Steps 

 The intents.json file is part of the training dataset used to develop the chatbot model. Using NLP and 

the Natural Language Toolkit (NLTK), text preprocessing is carried out through the following steps. 

The steps are punctuational removal, stopword removal and lemmatization, tokenization, padding, and 

embedding. 

Punctuation removal involves eliminating symbols such as '!' (exclamation mark), ',' (comma), '.' (pe-

riod), '?' (question mark), and others to enhance the performance of NLP tasks. This step helps stand-

 
Figure 2. Dataset Example 

 

 
Figure 3. Lemmatization Text Results 

 

 
Figure 4. Unique Classes Result 

 

 
 

 

         {"tag": "imwhat", 
   "pattern": ["Apa itu istana maimun?", "Boleh ceritakan tentang istana 

maimun?", "Saya ingin tahu soal istana maimun"], 

            "respones": ["Istana Maimun adalah istana peninggalan Kesultanan Deli yang dibangun pada tahun 
1888. Tempat ini memiliki arsitektur yang unik dengan dominasi warna kuning cerah dan hiasan ukiran yang 

rumit. Istana ini juga menjadi simbol kebesaran Kesultanan Deli."]}, 

 
   {"tag": "imwhere", 

   "pattern": ["Istana Maimun itu di mana", "Alamat istana maimun di mana? ", 

"Istana maimun itu letaknya di jalan mana?" ], 
   "respones": ["Istana Maimun berada di Jl. Sultan Ma'moen Al Rasyid No.66, 

Kesawan, Medan Baru, Kota Medan, Sumatera Utara"]}, 
 

            {"tag": "imwhen", 

   "pattern": ["Kapan istana maimun buka / tutup?", "Jam berapa istana maimun 
buka / tutup?", "Jam operasional istana maimun itu kapan?" ], 

   "respones": ["Istana Maimun dapat dikunjungi Setiap hari, dari pukul 08.00 - 

17.00 WIB"]}, 

['a', 'air', 'alam', 'alamat', 'barisan', 'berkunjung', 'bersejarah', 'budaya', 'buka/tutup', 'bukit', 

'cambridge', 'camping', 'city', 'danau', 'delipark', 'dikunjungi', 'fie', 'gunung', 'hai', 'hairos', 'halo', 

'harga', 'hiburan', 'hiking', 'hotel', 'hutan', 'informasi', 'istana', 'jam', 'jumpa', 'kasih', 'lawang', 

'lokasi', 'lumbini', 'maimun', 'mall', 'masuk', 'medan', 'menarik', 'mengunjungi', 'menyenangkan', 
'merci', 'murah', 'museum', 'negeri', 'opsi', 'pagi', 'park', 'penginapan', 'plaza', 'rating', 'raya', 

'rekomendasi', 'rekomendasikan', 'selamat', 'siang', 'sibolangit', 'sore', 'square', 'sumatera', 'sun', 

'taman', 'terima', 'terjun', 'tiket', 'timur', 'tjong', 'toba', 'transportasi', 'trekking', 'utara', 'vihara', 

'wajib', 'warna', 'water', 'wisata'] 

25 classes ['accommodation', 'air_terjun', 'alam', 'budaya', 'bukit_lawang', 'cambridge_city_square', 
'delipark_mall', 'goodbye', 'greeting', 'hairos_water_park', 'help', 'hiburan', 'istana_maimun', 

'medan_mall', 'museum_sumut', 'museum_tjongafie', 'noanswer', 'sejarah', 'sun_plaza', 

'taman_alam_lumbini', 'taman_hutan_raya_bukit_barisan', 'toba', 'transportation', 
'vihara_gunungtimur', 'wisata_merci'] 
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ardize the text, reduce complexity, and improve model accuracy in tokenization, stemming, lemmatiza-

tion, and text classification. By removing punctuation, the text becomes more uniform, allowing NLP 

models to focus on semantic content without interference from extraneous characters. 

During stopword removal, common words such as "and," "the," and "in" are excluded from the text, 

as they carry minimal semantic value and may obstruct meaningful analysis. This enhances efficiency 

and improves the accuracy of tasks such as text classification and information retrieval. 

Lemmatization then converts inflected words into their base or canonical forms, helping the model 

treat different word forms as a single entity and improving overall performance [15]. This normalization 

step is particularly useful for tasks involving text analysis and information retrieval. As a result of this 

process, 76 unique lemmatized words were identified. The complete list is shown in Figure 3. Next, 

dataset classes were sorted alphabetically, and duplicates were removed to produce a list of 25 distinct 

classes, as illustrated in Figure 4.  Following word preprocessing and class sorting, the document crea-

tion phase begins. This step involves pairing each pattern with its corresponding intent, resulting in a 

total of 415 documents. This stage is critical for preparing the data for subsequent processing and anal-

ysis. 

Tokenization is a fundamental step in NLP that converts human-readable text into a sequence of dis-

crete tokens usable by statistical models [16]. Depending on the desired granularity, tokens may consist 

of words, phrases, or characters. This process simplifies unstructured text into analyzable units, enabling 

more efficient processing by the model. 

Padding is applied to numerical sequences to ensure consistent input lengths across the dataset. This 

is essential because most models require fixed-length inputs, and batch-based training relies on se-

quences within each batch having uniform dimensions.  

The last is embedding, model parameters are configured to optimize performance. These include in-

put_shape, representing the length of the input sequence; output_length, indicating the number of output 

classes; and vocabulary, referring to the number of unique words in the dataset. When using an embed-

ding layer, the vocabulary size helps define the dimensionality of word representations, allowing the 

model to better capture semantic relationships among words. 

3) Model Creation 

The training process is carried out over multiple epochs, with each epoch consisting of several itera-

tions that process subsets of the dataset in batches. The batch size determines the number of samples 

processed before the model updates its weights, balancing learning efficiency with computational con-

straints. During training, the model continuously adjusts its internal parameters based on the calculated 

loss, improving its ability to detect patterns and generate accurate predictions. This iterative optimization 

reduces errors and enhances overall model performance. Once training is complete, the LSTM model is 

saved, preserving the learned weights and architecture. The saved model can then be loaded during the 

prediction phase to process new, unseen data and produce forecasts or classifications based on prior 

training. 

B. Chatbot Prediction Model Phase 

After the chatbot model is trained, it enters the prediction model testing phase. The workflow of this 

process is shown in Figure 5. In this phase, user input undergoes several preprocessing steps, including 

punctuation removal, conversion to lowercase, and elimination of irrelevant characters. The cleaned text 

is then tokenized and padded to meet the model’s input requirements. 

The model analyzes the input and calculates the probability for each potential response label. These 

probabilities reflect the likelihood of each response being appropriate for the given input. The predicted 

probabilities are then processed using a LabelEncoder, which converts them into recognizable response 

labels. After identifying the most suitable label, the chatbot selects a response from a predefined list 

associated with that label. To increase variation and create more natural interactions, the chatbot ran-

domly chooses one of the possible responses instead of using the same reply every time.  

IV. RESULTS AND DISCUSSION 

A. Results 

The model was trained over 100 epochs, resulting in a final training accuracy of 0.8431 and a training 

loss of 0.7594. The validation accuracy reached 0.7714, with a corresponding validation loss of 2.4233. 
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Figure 6 presents the accuracy and loss trends throughout the training process, illustrating the model’s 

learning progression. 

As shown in Figure 6, both training and validation losses decreased significantly, indicating effective 

learning, despite some fluctuations during the later epochs. The consistency between training and vali-

dation accuracy suggests that the model generalizes well to unseen data. These results demonstrate that 

the model effectively interprets and learns complex patterns, leading to accurate predictions and im-

proved performance in real-world applications. 

 
Figure 5. Prediction Model Workflow 

 

 
Figure 2 Training and Validation Accuracy and Loss 

 
 

 



Jurnal ELTIKOM :  
Jurnal Teknik Elektro, Teknologi Informasi dan Komputer 
 

75 

This study also evaluates the predictive capabilities of the trained model by testing it with a set of 

questions related to tourist information in the city of Medan. The model was given various queries con-

cerning tourist attractions, accommodations, local transportation, and other relevant topics to assess its 

ability to generate accurate and meaningful responses. The results indicate that the model effectively 

interprets input and delivers well-structured, contextually appropriate answers based on the information 

it has learned. It also demonstrates a strong ability to process and analyze queries, ensuring that the 

responses align with expected outcomes. The entire prediction process, including the interaction be-

tween the model and the test questions, is illustrated in Figure 7, which visually represents how the 

system processes inputs and generates responses. 

This study also conducted end-to-end testing to evaluate the chatbot’s ability to understand user que-

ries. The testing process involved using a labeled dataset to assess the chatbot's accuracy in identifying 

user intents. A total of 312 questions were tested, covering all predefined intents. Each intent was rep-

resented by five questions to evaluate how effectively the chatbot captured and classified user input. 

The model achieved a testing accuracy of 75.64%, indicating correct responses in most cases, with a 

macro average precision of 84.93%, recall of 74.65%, and an F1 score of 75.62%. These results reflect 

balanced performance across all intent categories and identify areas for future refinement to handle more 

diverse or ambiguous queries. 

Based on the testing results, the chatbot was further refined by incorporating more suitable sentences 

and responses to enhance its accuracy and overall effectiveness. The finalized model can be saved in 

either .h5 or .pkl (pickle) format, allowing for easy reuse and deployment. This trained model can then 

be integrated into AI-powered chatbot applications on various platforms, including websites and An-

droid devices. By adopting this approach, the chatbot becomes more adaptable and accessible, offering 

a valuable tool to improve user interaction and communication. 

B. Discussion 

The results of this study demonstrate that the developed chatbot model effectively learns and gener-

alizes tourism-related information specific to the city of Medan. The training process showed a substan-

tial reduction in both training and validation losses over 100 epochs, indicating that the model success-

fully captured meaningful patterns from the data. With a training accuracy of 84.31% and a validation 

accuracy of 77.14%, the chatbot shows strong performance in understanding user queries and delivering 

relevant responses. The consistency between training and validation accuracy further suggests that the 

model generalizes well to unseen data, supporting reliable user interactions. 

The chatbot was evaluated using a variety of queries related to tourist attractions, accommodations, 

local transportation, and other travel-related topics. The results confirm the model's ability to interpret 

inputs accurately and provide well-structured, contextually appropriate answers. The integration of NLP 

and LSTM techniques is key to maintaining conversational context, which enhances the overall user 

experience. This ensures that tourists receive accurate and relevant information, streamlining the travel 

planning process. 

In addition to training and validation metrics, the model underwent an end-to-end testing process and 

achieved a testing accuracy of 75.64%. These results demonstrate the model’s capacity to apply its 

learning in real-world scenarios and maintain consistent communication across diverse topics. 

 
Figure 7. Model Prediction Testing Results 
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Despite its strong performance, the model offers room for improvement. The slightly higher validation 

loss (2.4233) compared to the training loss (0.7594) suggests potential overfitting or insufficient data 

diversity. Future refinements could involve expanding the training dataset or optimizing hyperparame-

ters to improve generalization further. However, the stable accuracy levels indicate that the model is 

both robust and effective for practical use. 

Overall, the findings highlight the chatbot’s efficiency in processing and analyzing tourism-related 

queries, making it a useful tool for enhancing visitor experiences in Medan. By organizing and central-

izing information, the chatbot addresses the issue of fragmented and inconsistent tourism data, ensuring 

tourists have access to reliable, contextually relevant details. Future development could focus on ex-

panding the knowledge base, integrating real-time updates, and improving conversational fluency to 

further enhance its impact on the tourism industry. 

V. CONCLUSION 

This study proposed a chatbot to provide tourism information for Medan City. A comprehensive da-

taset was compiled from various sources to support chatbot development. The model was trained using 

LSTM over 100 epochs, achieving a training accuracy of 84.31% and a training loss of 0.7594. The 

validation accuracy reached 77.14%, with a loss of 2.4233. These results demonstrate the model’s ef-

fectiveness in minimizing the gap between actual and predicted values, as well as its ability to learn 

patterns and generate accurate responses. 

The chatbot's capacity to deliver well-structured, contextually appropriate answers makes it a valuable 

asset for Medan’s tourism sector. By consolidating tourism-related data, it addresses the challenge of 

fragmented and inconsistent information, improving accessibility for both tourists and destination man-

agers. The integration of NLP and LSTM allows the chatbot to maintain conversational context, result-

ing in a more engaging and informative user experience. 

Additionally, the chatbot underwent an end-to-end testing process involving 312 queries covering all 

predefined intents, with each intent represented by five questions. The model achieved a testing accuracy 

of 75.64%, confirming its capability to interpret real user input and respond accurately. This result sup-

ports its readiness for deployment in real-world tourism applications. 

Looking ahead, there are important considerations for implementing generative models and enhancing 

data interaction in chatbots. Future improvements should focus on expanding the knowledge base, inte-

grating real-time updates, and refining conversational abilities to deliver more relevant and personalized 

information. These enhancements will strengthen the chatbot’s role as a reliable, efficient tool for as-

sisting tourists and contributing to the continued growth of Medan's tourism industry. 
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